Problems from Assignment 11

1. In class we are using the fact that if X1, Xo,..., X, ~ N(u,0?) then:
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Let’s remind ourselves why this is true (this is actually a different proof then the one I gave in
Math 350).

For this problem you may use the fact that the density for the normal distribution is a density.
That is you may use the fact (you don’t need to reprove it) that if o > 0 then:
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You may also use the fact (this is easy to prove and was certainly done in your probability class)
that if X ~ N(u,0?) then aX + b~ N(ap + b,a’c?).

Remember that the moment generating function for Y is:
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(a) Let Y ~ N(0,0?) show that

Hint: Complete the square.
(b) Let X ~ N(p,0?) find my(t). Hint: (X — u) ~ N(0,02).

(c) Suppose X1 ~ N(u1,0?) and Xo ~ N(ug,03) with X7 and X5 being independent. Use the
previous parts to show that X7 + Xo ~ N(u1 + o, o% + a%).

(d) Prove by induction that if for 1 < i < n, X; ~ N(u;,0?) with the random variables being

independent then:
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(e) Prove if X1, Xo,..., X, ~ N(u,0?) then:
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2. Let X ~ X%, i.e. X has a chi-squared distribution with 3 degrees of freedom.
(a) Fill in the blanks: X ~T'(__,_ ).
(b) What is fx(z) (your answer should not have I' in it)?
(c) Use Simpson’s rule with 6 intervals to compute P(X < 6).
(d) How does this compare with Table A.3 in your book?



