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Experimental and numerical studies are reported on the structure of supersonic free-jet
expansions of supercritical CO2 impacting on a flat plate. Numerical calculations for the
axisymmetric, two-dimensional (2-D) expansion use a time-dependent finite difference
method known as the two-step Lax-Wendroff technique, incorporating the Redlich-Kwong
equation of state to model CO2. The numerical results are compared with experimental
optical shadowgraph measurements of the jet and shock wave structure, impact pressure
and temperature measurements along the plate, and a thermocouple probe of the expan-
sion. Approximations based on ideal gases and quasi-1-D flow analysis, often used by
researchers, are found to be useful for these supercritical fluid flows. © 2004 American
Institute of Chemical Engineers AIChE J, 50: 2697–2704, 2004

Introduction

There has been considerable interest in the supersonic
free-jet expansion of supercritical fluids (SCF) because of
the role this rapid expansion plays in the decompression of
high-pressure supercritical fluid mixtures. The rapid expan-
sion of supercritical solutions (RESS) has been studied for
nearly 20 years since the early articles of Smith and cowork-
ers1 to fabricate nanoscale particles, grow thin films, and as
an interface to instrumentation, such as mass spectrometers
and gas chromatographs. Several reviews2,3 are available
which describe the properties and uses of SCF. In our
laboratory we are interested in using the properties of su-
percritical fluids to dissolve nonvolatile or temperature sen-
sitive materials into a SCF and then to ultimately extract molec-
ular beams from the free-jet expansions, which will permit us to
examine the structure and chemical physics of small clusters. The
high-pressure SCF mixture is decompressed typically through a
narrow orifice or a long capillary tube. As the SCF flows through
the orifice or tube, it accelerates in subsonic flow and reaches

sonic conditions, Mach number equal to one, near the exit. The
fluid then expands in a highly compressible, 2-D, supersonic,
free-jet expansion, terminated by shock waves as the fluid pres-
sure adjusts to ambient conditions. These free-jet expansions have
been well studied for ideal gases and utilized by molecular beam
researchers for more than 40 years.4 The purpose of this research
is to theoretically and experimentally examine the structure of the
free-jet expansion for a SCF.

An excellent overview of the RESS process, including the
fluid mechanics of the subsonic and supersonic flows, is pro-
vided by Weber and Thies5 and earlier by Debenedetti and
colleagues.6 These authors have borrowed results from the
ideal gas free-jet literature and utilized quasi-1-D (QOD) anal-
ysis of the free-jet as an approximation to understand the RESS
expansion for supercritical fluids. In this article we present
numerical results for the axisymmetric, 2-D, free-jet (ASFJ)
expansion with a Redlich-Kwong equation of state, which
incorporates the repulsive potential excluded volume and the
attractive potential real gas effects, and is a first approximation
for many SCFs. We also present experimental data for super-
critical CO2 expansions, which compares reasonably well with
our calculations for the jet structure. The expansion is directed
at a flat plate, to simulate the use of RESS to grow thin films.
We find that the QOD analysis and the ideal gas approximation
do in fact provide reasonable first approximations to the flow
properties.
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We have primarily studied the free-jet expansion of pure
CO2 originating from small orifices rather than capillary
tubes in order to reduce the effects of viscosity, heat trans-
fer, and clustering or condensation in the subsonic flow. The
subsonic expansion from stagnation to sonic conditions in
the orifice flow is essentially inviscid and adiabatic, hence,
isentropic, which provides a well defined inlet boundary
condition for our free-jet calculations and for our experi-
ments. In the later sections we first briefly discuss the
equations and our numerical method, and then the experi-
mental methods and results. Additional details are available
elsewhere.7

Theory and Numerical Calculations

For ideal gases, there have been many rigorous calcula-
tions of axisymmetric free-jet supersonic expansions.4,8

Although the method of characteristics is regarded as the
most accurate for the isentropic supersonic free-jet expan-
sion, the time-dependent methods are useful to correctly
capture shock wave structure and to include kinetic effects,9

and they can be extended to the viscous subsonic flow. Many
texts provide recipes and summarize the advantages and
disadvantages of various numerical methods applicable to
the free-jet supersonic expansion.10 One of the difficulties of
incorporating real gas effects into the supersonic compress-
ible flow calculation is the need to calculate the speed of
sound at each grid point and time step, especially important
in methods which incorporate compression and rarefaction
waves, such as the flux splitting Godunov type methods.
Often for hypersonic nozzles, wherein flows originate from
high temperature and pressure, it is sufficient to consider
only the excluded volume repulsive potential correction to
ideal gas behavior.11 However, since the SCF flows of
interest here originate from high pressure and sufficiently
low temperatures, it is necessary to consider both the ex-
cluded volume and the attractive potential corrections to
ideal gas behavior. We have chosen the finite difference,
two-step Lax-Wendroff method, because it is suitable for
the hyperbolic partial differential equations of the free-jet, it
has been utilized successfully for ideal gas free-jet expan-
sions, the real fluid equations of state are easily incorpo-
rated, and the speed of sound enters explicitly only in the
stability criteria for the time increment.12 We begin by
studying free-jet expansions for pure supercritical CO2 be-
cause it is a well studied fluid in both the molecular beam
field, under ideal gas conditions, and in the SCF field as an
important supercritical solvent. Furthermore, CO2 has been
characterized by several equations of state for which the
interaction parameters are well determined in the litera-
ture.13,14

The time-dependent partial differential equations to be
solved for the inviscid, adiabatic, axisymmetric free-jet super-
sonic expansion (ASFJ) are well established8,15 and are given
in conservation form in Eqs. 1
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In addition, two equations of state are required, e(�,T) and
P(�,T), to complete the set of six equations and six unknowns,
with velocity components u and v in the axial and radial
directions, respectively, pressure P, temperature T, density �,
and the internal energy per unit mass e. We also use enthalpy
h(�,T) � e � P/�, to compute e(�,T), and entropy s(�,T), for
isentropic calculations. Except near solid boundaries and in the
jet boundary shear layers, the neglect of viscosity and heat
conduction is a good approximation. For the SCFs and condi-
tions considered here, the more serious approximation is that
we assume a homogeneous fluid, neglecting clustering and
condensation effects. The numerical method can incorporate
such kinetics, however, we defer such analysis to a future
publication.

We have studied several equations of state in our calcula-
tions, including Redlich-Kwong and Peng-Robinson cubic
equations,16 as well as Huang et al.’s 27-parameter equation,17

and we previously showed that they provide similar results for
CO2.7,18 Although the temperature-dependent parameters make
the Peng-Robinson and 27-parameter equations of state more
rigorous, especially at higher pressures, the axisymmetric re-
sults presented here primarily use the simple Redlich-Kwong
cubic equation of state

P �
RT

v � b
�

a

T1/ 2v�v � b�
(2)

a � 0.42784
R2Tc

2.5

Pc
and b � 0.08664

RTc

Pc

The cubic equations of state are readily adaptable to many mix-
tures of solutes with solvents, they have been well studied by
chemical engineers, and the mixture interaction parameters are
available.13,14 Calculations of e, h, and s are taken from standard
texts.16 As an example, the Redlich-Kwong relation for h becomes
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h � hIG � hR

� hIG�T� � RT� 3a

2bRT3/ 2 ln�1 � b/v� �
Pv
RT

� 1� (3)

where hIG(T) is the ideal gas contribution and hR the residual
real gas correction term. We evaluated the consistency of our
thermodynamic numerical subroutines by verifying that exact
relations, such as dh�Tds�dP/� were accurate to within 0.1%
over the range of conditions encountered in our expansions.

Over the range of temperatures encountered in our super-
critical CO2 expansions, below 70°C, only the degenerate �2 �
�3 bending modes of CO2 are excited. At 70°C, only 6% of the
molecules are in the first excited state of this bending mode.
Therefore, in addition to the use of an empirical heat capacity19

Cp(T) to determine 	hIG, we have used the rigorous statistical
mechanics relations20 to incorporate the contribution to h, s,
and e of these modes for most of our calculations, and in
particular to establish the inlet conditions to the free-jet expan-
sion.

Furthermore, there are not sufficient collisions in the flow to
maintain vibrational equilibrium, so that these bending modes
freeze out near the exit of the orifice and inlet to the free-jet
expansion. An example of this is shown in Figure 1 where we
plot the vibrational energy normalized by the initial vibrational
energy Ev/Evo, as a function of axial distance, measured in
nozzle throat diameters, with (x/D) � 0 at the throat. We have
integrated the vibrational relaxation equation for the CO2 bend-
ing mode,9 using flow properties from a QOD nozzle approx-
imation, discussed later, for the SCF expansion from stagnation
conditions at 70°C and 80 bar into the supersonic free-jet. The
relaxation equation is

dEv

dt
�

Ev,eq � Ev

�
(4)

where the relaxation time � is taken from Anderson21

log��P�CO2OCO2 � 17.8�T
1/3� � 1.808 (5)

As shown in Figure 1, the vibrational energy freezes rapidly
beyond the sonic throat. Therefore, a reasonable approximation
for the supercritical CO2 free-jet expansion is to include only

the classically excited translation and rotation degrees of free-
dom, which provides a constant heat capacity Cp � 3.5R and
hIG � 3.5RT. For this reason, it is also appropriate to compare
our Redlich-Kwong free-jet results with the well established
ideal gas � � 1.4 free-jet results.

The speed of sound c(�,T) � (dP/d�)s
1/2 enters explicitly into

the calculation as a stability constraint on the time step. In
order to achieve the accuracy required, using any of our equa-
tions of state, we numerically evaluated the derivative (dP/d�)s

at any � and T by selecting a small 	� about the local � and
calculating the associated 	P for an isentropic process using
both P(�,T) and s(�,T) equations of state.

The rectangular mesh we have used is shown in Figure 2 for a
typical calculation, with a plate at 9.4 orifice dia., D, from the
orifice exit. The grid is 226 � 240 points. The indices i and j
denote equally spaced grid points in the axial and radial directions,
respectively (	x� 	r� D/24). The numerical algorithm could be
adjusted for an arbitrary plate location, which we have varied from
Xp/D � 5 to 15. The first 12 grid points on the lefthand side of the
grid correspond to the orifice exit where the free-jet flow begins.
To avoid the singularity of the differential equations, we shift the
grid points nearest to the axis of symmetry by 	r/2 from the exact
location of the axis. The inlet conditions for the free-jet are
established for all the variables, assuming v � 0, by an exact
isentropic calculation from stagnation conditions (Po, To, ho, so) to
sonic conditions at the orifice exit. This requires the simultaneous
solution of three equations: h(�,T) � u2/2 � ho(�o,To); s(�,T) �
so(�o,To); and u � c(�,T) for the three unknowns �, T, and u, at the
sonic point. To keep the calculation consistent, we use the same
equation of state for this initial part of the expansion as we use for
the free-jet. Since the Redlich-Kwong equation becomes poor at
higher pressures an alternative approach would be to use a more
rigorous equation for this initial subsonic flow and then switch to
the simpler Redlich-Kwong or Peng-Robinson for the supersonic
free-jet flow. Together with the exit orifice diameter, this calcu-
lation also provides the flow rate which can be experimentally
measured in order to verify the calculation. We have shown
previously that our computed flow rates are in good agreement
with the measured flow rates.7,18 We have assumed no streamline
curvature at the inlet to the free-jet, which is an approximation best
achieved by a short converging nozzle.22

The two-step Lax-Wendroff approach we have used is taken
from Sinha et al.15 as modified by Forney.23 We assume that the

Figure 2. Rectangular computational grid.

Figure 1. Vibrational relaxation of CO2.
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flow properties at time t are known and we use a Taylor series
expansion in time to get the new flow field at t�	t.

A full time step is used in the predictor step with forward
differencing

Ep� x, r, t � 	t� � E*� x, r, t� �
	t

	x
�F� x � 	x, r, t�

� F� x, r, t�� �
	t

	r
�G� x, r � 	r, t� � G� x, r, t��

�
	t

r
H� x, r, t� � S� x, r, t� (6)

where E* is a spatial smoothing term

E*� x, r, t� � 1/4 �E� x � 	x, r, t� � E� x � 	x, r, t�

� E� x, r � 	r, t� � E� x, r � 	r, t�� (7)

and S is an artificial, numerical viscosity term suggested by
Anderson24
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Cx and Cy are two arbitrarily specified parameters with typical
values ranging from 0.01 to 0.3.

We have followed Forney23 in using the spatial smoothing
term because we are not able to achieve convergence to a stable
solution using only numerical viscosity for our free-jets. There-
fore, in our numerical code, in the initial time steps we use only
this smoothing term, and then only use the artificial viscosity in

the final iterations to improve the accuracy of the solutions. A
full time step is used in the corrector step with backward
differencing. Each step is first-order accurate since the expan-
sion contains only first-order terms in the relevant Taylor
series. It becomes second-order accurate with the addition of
the second step. This reduces the amount of computing time,
while maintaining the accuracy of the computation. The details
are given elsewhere.7

Referring to Figure 2, the inflow sonic boundary conditions
are applied at grid points that correspond to the orifice diam-
eter. The boundary conditions on all grid points above the
orifice are based on ambient conditions, with zero velocity in
both axial and radial directions.15 For the top boundary, the
velocity in the radial direction is calculated by linear extrapo-
lation using the two adjacent interior grid points, the velocity in
the axial direction is set equal to zero, and ambient conditions
are used for pressure and temperature. The reflection tech-
nique25 is used for the right hand side at the plate, and sym-
metry boundary conditions are used along the centerline.

The method is explicit, which means that the time step used
in the calculation can not be arbitrarily chosen, but is con-
strained by stability requirements. The Courant-Friedrichs-
Lewy (CFL) criteria for stability is used to calculate the time
step12

	t 

	x	y

�u�	y � �v�	x � c�	x2 � 	y2 (9)

Because the speed of sound varies rapidly for the SCFs under
our expansion conditions, we found it necessary to calculate
the maximum 	t at each grid point at the end of each time step
iteration, and then to select the minimum value from the entire
set to be used as the new time step for the next iteration.

Initial conditions for �, u, v, P, T and e, for all the grid points,
were required in order to start the finite-difference solution.
Although, the steady-state solution of CO2 is independent of
initial conditions, we found that there is a narrow range of
acceptable values for which convergence could be achieved
with these real fluid equations of state. After various attempts
we found that suitable initial conditions came from the steady-
state solution of the ideal gas. The process of obtaining a
solution for an axisymmetric free-jet using a cubic equation of

Figure 3. CO2 Computed density contours.

Figure 4. Centerline pressure vs. x/D (CO2, Po� 137 bar,
To� 70°C).
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state, such as the Redlich-Kwong equation, therefore, consisted
of three steps. A typical calculation involved 2,000 time steps
using the ideal gas equation of state, to obtain initial conditions
at all grid points for Redlich-Kwong. Then, the Redlich-Kwong
equation of state was introduced, together with the smoothing
term, and another 2,000 time step iterations were computed.
Finally, the artificial viscosity term was added and run for an
additional 1,000 time steps. One such run of about 5,000 time
steps, for one given source condition, typically required 3 h on
a Dell PC with a P4 CPU 1.80 GHz at 1 GB RAM, pro-
grammed in FORTRAN 90.

Figure 3 is an example of the computed density profiles for
the expansion of supercritical CO2 from 137 bar, 70°C, im-
pacting a vertical plate at Xp/D � 9.4 source diameters down-
stream from the sonic source.

Figures 4 and 5 show pressure and temperature profiles
along the jet axis for three calculations: Redlich-Kwong results
using only the smoothing routine; Redlich-Kwong results cor-
rected with the numerical viscosity; and for comparison an
ideal gas, � � 1.4, result. We have shown elsewhere that the
Peng-Robinson equation gives very similar results.7 We have
also verified that this ideal gas result from our time-dependent
method agrees very well, to within 3%, with the exact method
of characteristics for the ideal gas in the isentropic region
upstream of the shock.

We find that the axial shock, called the Mach disk, and flow
properties are more accurately defined by including the numer-
ical viscosity but oscillations persist downstream of the shock,
a trade-off between accuracy and a dampening of the numerical
oscillations. It is clear that the most significant real gas effect
is on the temperature downstream, of the shock, a result ex-
pected by analogy with the thermodynamic Joule-Thompson
effect. Temperature is a serious issue for clustering and growth
in RESS experiments since solute solubility is very sensitive to
temperature. Interestingly, the ideal gas approximation is a
reasonable first approximation for the shock location and pres-
sure profiles. As we show later, these results for the jet shock
structure agree well with experiment.

The quasi-1-D equations are routinely used in compressible
flow to study subsonic-to-supersonic expansions in converg-
ing-diverging nozzles where a physical nozzle area A(x) is
prescribed.26 The equations are quasi-1-D because the proper-
ties are assumed to change only in the flow coordinate x along

the nozzle centerline, and to be constant normal to this direc-
tion. The QOD equations are obtained rigorously from the
exact axisymmetric equations by integrating over the direction
normal to the centerline and can be easily solved as exact
algebraic equations, or with the same time-dependent Lax-
Wendroff method.24 Unfortunately the free-jet has no nozzle
boundary so the area A(x) is not prescribed. For ideal gases all
flow properties can be expressed as a function of Mach number
and specific heat ratio, �, so that a common approach for ideal
gases has been to solve the ASFJ problem for Mach number
along the centerline, and then use these rigorous results to work
backward with the QOD equations to identify an effective
A(x), which will mimic the ASFJ. For SCFs the Mach number
is not a unique parameter to characterize the flow properties
and we, therefore, have identified stream tubes from our ASFJ
calculations to determine an effective A(x). Figure 6 shows the
area profile, normalized by the sonic or throat area, for both the
ideal gas � �1.4 isentropic expansion result and the area ratio
extracted from our ASFJ calculations for supercritical CO2 at
two-source pressures. The latter are obtained by tracing a
streamline back from the Mach disk to the inlet, thus defining
a stream tube or effective diverging nozzle contour in which
the central core of the expansion occurs. Interestingly, using
this method we find from our calculations that only about 25%
of the total flow passes through the Mach disk. This agrees
qualitatively with the estimates of Weber and Thies,5 based on
ideal gas expansions.

Although there is some pressure dependence, we see that the
effective QOD areas A(x) are quite similar. This result suggests
that the A(x) determined by the well known ideal gas � �1.4
correlations,4 and used as an approximation by several re-
searchers, provides a reasonable expansion ratio for supercriti-
cal CO2 in which to explore thermodynamic and kinetic effects.
We now proceed to compare our ASFJ calculations with ex-
perimental data.

Experimental Apparatus and Results

We briefly describe here the principle components of the
experimental setup and a few examples of the experimental
results to demonstrate the usefulness of the calculations. The
CO2 delivery system was standard using an ISCO pump and
Omega strain gauge pressure transducers. The setup and shad-
owgraph is shown in Figure 7.

Figure 5. Centerline temperature vs. x/D (CO2, Po� 137
bar, To� 70°C).

Figure 6. Effective Quasi-1-D Nozzle Area - A/A* vs. x/D.
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The small nozzle orifices were made by drilling an aperture
into the face of a commercial 1/8 in. stainless steel swagelok
cap fitting. The nozzles were mounted into a small stainless
steel block with a thermocouple inserted directly into the
stagnation chamber, just upstream of the aperture. Heat transfer
is negligible in such short nozzles so that the flow is adiabatic.
We verified this by comparing runs with the nozzles com-
pletely emerged in a constant temperature bath to runs with the
nozzle suspended in the ambient air. The CO2 was preheated in
a water bath and then controlled by a small resistive heater in
the nozzle block assembly. Nozzle diameters were calibrated in
situ by measuring the flow rates for ideal gas argon expansions,
for which the equation of state is exact, and comparing with
exact calculations. Using these flow diameters, we also find
good agreement of our measured CO2 flow rates with the
isentropic flow calculations using the Redlich-Kwong equation
of state.7,18 We, therefore, have confidence that the inlet bound-
ary conditions for the free-jet are consistently established both
for our calculations and for our experiments, except for the
assumption of no streamline curvature.

We have primarily studied flows from two orifice diameters,
100 �m and 50 �m. The pumping capacity permitted us to
reach 100 bar with the 100 �m orifice and 200 bar with the 50
�m orifice. While we are able to vary temperature the exper-
iments reported here are all close to 70°C. All source condi-
tions were above the critical point, and chosen so that both the
entropy and the specific volume exceeded the critical point
values throughout the expansion.

The shadowgraph method27 used a lamp light source, a 10
cm diam. planar-convex lens, and a computer coupled digital
Nikon camera with a 28–108 mm zoom lens with a maximum
f/3.5 aperture. The spatial resolution was calibrated with mi-
crometers. The technique is sensitive to the spatial second
derivative of density, and a typical photo is shown in Figure 8.
The side barrel shock and axial Mach disk shock structure of
the flow is easily observed and very close to the calculated
structure. From such shadowgraph photos the position (x/D)MD

of the Mach disk shock waves can be measured to within 0.25
orifice dia. To verify the accuracy of our measurements, we
previously compared results for the Mach disk location for
argon expansions into atmosphere, no plate, with well estab-
lished ideal gas results.7,18 Insertion of a flat plate moves the
normal shock wave closer to the source. Figure 9 shows ex-
perimental data for the shock position as a function of the plate
position for CO2, together with our numerical results, for the 50
�m orifice. It is clear that the Redlich-Kwong CO2 numerical
calculations provide reasonable results for the shock position.

Pressure data at the plate was obtained by mounting an
Omega strain gauge pressure transducer near the plate surface
behind a 100 �m aperture, so that the resolution is only one or
two nozzle diameters. Figure 10 shows examples of two pres-
sure profiles, data and calculated results. The calculated pro-
files appear reasonable. While not shown here, the comparisons
become worse at much higher-pressures, where condensation
was in fact readily observed downstream of the Mach disk, in
the subsonic flow impacting the plate.7 As we stated earlier,
these calculations have ignored condensation effects alto-
gether, even though the expansion proceeds well into the
two-phase region for CO2. At the lower-pressures shown in
Figure 10 the agreement is good, and might require the addition
of viscous effects to be improved.

Quantitative temperature measurements on the plate, are
difficult because of probe and plate heat-transfer effects. Figure
11 shows a best and a worse case agreement for temperature
profiles on the flat plate. The temperatures were taken with a
thermocouple placed flush with the surface. Even the low-
pressure case is not well reproduced by these calculations
which neglect heat transfer to and within the plate. Not only is
the magnitude underestimated but the predicted drop outside
about five diameters is not measured. As with the pressure data,
the agreement becomes even worse at higher pressures because
of the onset of condensation effects and the associated heat
release, and likely also because the Redlich-Kwong equation is
not adequate.

It is difficult to make quantitative temperature measurements
within the free-jet, not only because of probe heat transfer

Figure 7. Setup and shadowgraph.

Figure 8. CO2 Free-Jet shadowgraph.

Figure 9. Mach disk Location as function of plate dis-
tance.
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effects, and the small physical scale of these experiments with
supercritical CO2, but because in the supersonic regime the
probe induces bow shocks in front of the thermocouple probe
itself. Figure 12 shows a probe temperature profile obtained by
moving a small 100 �m diam. thermocouple junction, approx-
imated as a small sphere suspended on two 50 �m wires from
the rear, into the free-jet (no plate) and along the jet axis. The
shadowgraph camera probe was used to examine the distances
and to observe the bow shock, which typically was less than
x/D � 0.25 in front of the thermocouple probe when the probe
penetrated upstream of the Mach disk. The CO2 expansion is
from 70°C and 80 bar through the 100 �m orifice, and the
Mach disk is at x/D � 5.8. The position of the Mach disk was
measured before the probe was inserted and is indicated as a
reference. We have not made any corrections for probe heat-
transfer effects to the subsonic flow around the thermocouple.
The calculated points upstream of the Mach disk assume the
probe temperature would be close to the fluid temperature just
downstream of the induced bow shock along the jet axis. Using
the experimental bow shock location, we used our ASFJ cal-
culations to obtain the flow properties before and just after the
shock; we did not solve for the 2-D flow downstream of the
bow shock and around the probe. In the subsonic flow down-
stream of the Mach disk we assumed the probe reflected the
numerically calculated local fluid temperature along the jet
axis. The details of this experiment are available elsewhere.7

Clearly the data and calculations have several caveats but other
than the displacement in axial position, which we do not yet

understand, the data appear to support the numerical calcula-
tions. The comparison would be worse at higher-pressures
where the Redlich-Kwong or Peng-Robinson equations may
not be appropriate, and where cluster formation begins to
occur. If the fluid were an ideal gas then, under the assumptions
we have made the probe temperature would always be close to
the stagnation temperature of 70°C.

In conclusion, we have been able to extend a standard time
marching, compressible flow calculations to nonideal gases,
using reasonable equations of state which model supercritical
CO2 RESS experiments. Since these supersonic expansions
extend into the thermodynamic two-phase regimes, and we
have used the simplest equation of state, neglecting any kinetic
or thermodynamic condensation considerations, it is surprising
and interesting that the results seem to compare reasonably
well with the experiments, except at the highest pressures. We
are able to show that the quasi-1-D and ideal gas approxima-
tions often used by RESS investigators are quite reasonable
first approximations. In particular it appears useful to use the
QOD calculations based on an ideal gas nozzle area ratio and,
as a first approximation, to insert the shock wave at a position
predicted by ideal gas correlations. To improve these calcula-
tions we need to consider the effects of condensation, and heat
conduction and viscosity at the plate. While other equations of
state would be more rigorous, and can be incorporated into our
calculations, the simple cubic equations we have used can be
easily extended to solute mixtures of interest to chemical
engineers.
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