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Heat Transfer Modeling of Spent
Nuclear Fuel Using Uncertainty
Quantification and Polynomial
Chaos Expansion
A novel method that incorporates uncertainty quantification (UQ) into numerical simula-
tions of heat transfer for a 9� 9 square array of spent nuclear fuel (SNF) assemblies in a
boiling water reactor (BWR) is presented in this paper. The results predict the maximum
mean temperature at the center of the 9� 9 BWR fuel assembly to be 462 K using a range
of fuel burn-up power. Current related modeling techniques used to predict the heat
transfer and the maximum temperature inside SNF assemblies rely on commercial codes
and address the uncertainty in the input parameters by running separate simulations for
different input parameters. The utility of leveraging polynomial chaos expansion (PCE)
to develop a surrogate model that permits the efficient evaluation of the distribution of
temperature and heat transfer while accounting for all uncertain input parameters to the
model is explored and validated for a complex case of heat transfer that could be substi-
tuted with other problems of intricacy. UQ computational methods generated results that
are encompassing continuous ranges of variable parameters that also served to conduct
sensitivity analysis on heat transfer simulations of SNF assemblies with respect to physi-
cally relevant parameters. A two-dimensional (2D) model is used to describe the physical
processes within the fuel assembly, and a second-order PCE is used to characterize the
dependence of center temperature on ten input parameters. [DOI: 10.1115/1.4037501]

1 Introduction

In a nuclear reactor, an array of fuel rods made from zircaloy
cladding tube containing stacked uranium dioxide (UO2) pellets is
the heat source for a thermodynamic cycle of energy conversion
from heat to electricity.

Spent nuclear fuel (SNF) assemblies are composed of a square
array of fuel rods supported by several grid spacers located along
the length of the assemblies. Each fuel assembly is enclosed in a
zircaloy sheath or channel box. Typical boiling water reactor
(BWR) assemblies are composed of a square array of fuel rods
that can vary from 7� 7 to 9� 9 grid while a typical pressure
water reactor will vary between arrangements with 11� 11,
13� 13, and 15� 15 grids [1].

After fuel is used in a nuclear reactor, the fuel pellets continue
to generate heat. The spent fuel assemblies are stored underwater
in a spent nuclear fuel pool at the nuclear power plant while heat
generation and radioactive decay rates decrease [2,3]. The spent
fuel is then placed in packages for dry storage or transportation. In
these packages, individual fuel assemblies are supported within
square cross section basket openings inside the cask containment
volume. The cask containment unit is designed to contain radioac-
tive materials, reduce decay heat, and shield against gamma and
neutron radiation emitted by the fuel [4]. The containment region
of the package is typically evacuated and then back-filled with a
nonoxidizing, high thermal conductivity gas, typically helium [5].
The helium is slightly pressurized to induce a higher convective
heat transfer rate. It has been demonstrated that higher gas den-
sity, or pressure, increases the convective heat transfer rate [6].

The amount of heat generated by UO2 depends on the reactor
burn-up and the postreactor pool cooling time. The heat is trans-
ferred through conduction within the fuel rods, convection and
radiation across the gas-filled region between the rods, the

enclosure, and the effective thermal resistance at the gas/solid
interface. The fuel cladding must be maintained below the temper-
ature limit of 400 �C as specified by the NRC Guidance, for nor-
mal conditions of storage, to avoid dissolution of circumferential
hydrides inside the cladding and high gas pressures in the fuel
containing sheaths, which leads to high hoop stress and reduce the
integrity of the cladding [7].

Package designers must accurately predict a credible range for
the temperature of the cladding that surrounds the pellets to ensure
that it does not exceed its integrity temperature of 400 �C during
normal transport [7].

The objective of the present study is to predict the maximum
cladding temperatures using heat transfer simulations, using the
commercial software FLUENT, of a BWR SNF assembly. The corre-
sponding model considers a typical square array of fuel rods,
enclosed and centered in a square basket in the horizontal position.

Researchers in this field used different computer codes in their
studies and have presented numerical results for models of SNF
assemblies. Still missing from the published literature, however,
is a benchmark of regional material property models for the full
range of applicable conditions, thus accurately reflecting uncer-
tainty in the observed temperature. Previous studies have verified
the general validity of numerical investigations concerning heat
transfer in spent-fuel assemblies [8,9].

Current modeling techniques to predict the heat transfer and the
maximum temperature inside spent nuclear fuel assemblies use
FLUENT or similar analysis codes. They address the uncertainty in
the input parameters by running separate simulations for a statisti-
cally representative selection of input parameters. As the number
of these parameters increases, the number of required samples
grows exponentially, resulting in prohibitively large computa-
tional burden. This has limited the extent of uncertainty quantifi-
cation (UQ) used with these problems, resulting in questionable
risk assessment. Polynomial chaos expansion (PCE) UQ is incor-
porated into the computer models in order to provide an efficient
surrogate from which statistical samples can be drawn at will,
resulting in confident predictions of ranges and tail distributions
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of temperatures and heat transfer. This in turn has consequences
on the credibility of associated risk assessment analysis. The
approach and methodology developed for the case of spent
nuclear fuel is modular in nature and could be harnessed to ana-
lyze sensitivity of variables to input parameters in other cases of
engineering requiring elementwise operations.

Applying UQ methods to computational fluid dynamics (CFD)
has been explored in the past [10]. Many studies incorporate var-
iations using multiple individual simulations that fix all but one
parameter that is then investigated through a series of tests [11].
These approaches ignore the effect of cross-coupling between the
parameters, which could be significant for problems with complex
underlying physics, such as the present case.

The PCE approach that characterizes the solution of stochastic
differential equations is a transformative way of applying uncer-
tainty analysis to model heat transfer for spent fuel assemblies and
theoretically similarly complex systems.

2 Computational Model

The simulations performed for this study used the commercial
FLUENT, version 17.0, by ANSYS. Figure 1 shows the cross section
of the two-dimensional (2D) model representing a 9� 9 fuel rod
array stored horizontally with the rods parallel to the ground. The
rods are made up of a UO2 core surrounded by a zircaloy tube
sheath. The void between the rods is filled with helium cover gas.
The cover gas is contained within a zircaloy channel wall. There
is helium in the space between the channel wall and the outer-
most enclosure. The enclosure is made of stainless steel. A
detailed lower right corner of the geometry is shown in Fig. 2.

There are eighty-one fuel rods each of cladding outer diameter
of 10.77 mm, UO2 pellet diameter of 9.06 mm, and a cladding
thickness of 0.76 mm [12,13]. Heat is assumed to be generated
within the UO2 cores uniformly. The variable parameters, and
their respective ranges, are shown in Table 1. The minimum and
maximum values in the table represent 610% of the nominal val-
ues for each variable. The exception to this is in the case of the
prescribed boundary wall temperature; in this case, an uncertain
range of 65 K is used. Independent uniform distributions are
assumed to hold over each of these intervals.

The primary concern of the present study is to determine the
effects of uncertainty in various material properties and their
influence on the temperature distribution inside the assembly. The

boundary wall temperature was prescribed at two distinct ranges.
The first wall temperature range had a minimum value of 320 K
and a maximum value of 325 K, and is referred to as the low wall
temperature range. The second range has a minimum temperature
of 420 K and a maximum value of 425 K, and is referred to as the
high wall temperature range. These temperature values are typical
for SNF assemblies in dry cask storage [15] and correspond,
respectively, to storage assemblies placed near the outer boundary
and near the center of the cask. Figure 3 shows a picture of a typi-
cal cask with multiple vertical assemblies inside it. Note that
assemblies located in the center of the cask are expected to be hot-
ter than assemblies located on the periphery.

A two-dimensional finite element computational model, with
79,953 elements, is used to describe the physics of the problem
and to calculate the local temperature, pressure, and velocity.
While a three-dimensional model would clearly provide a more
accurate resolution of the physics, there is some evidence that a
two-dimensional model, such as used in our present study, cap-
tures sufficiently well key features of the problem [16]. Further
motivation for the present two-dimensional simulations is pro-
vided by the uncertainty quantification analysis. Indeed, with ten
random material properties and a polynomial expansion of
second-order, more than a thousand finite element simulations are
conducted, a challenging task even with a two-dimensional
model.

The heat transfer modes considered in the simulations are natu-
ral convection, conduction, and discrete ordinates radiation. Dis-
crete ordinates radiation is the best suited radiation model for
localized heat sources such as spent nuclear fuel rods [17]. TheFig. 1 FLUENT computational mesh for the 9 3 9 storage basket

Fig. 2 Lower right corner of computational model of the 9 3 9
storage basket

Table 1 The ranges for the uncertainties in each of the ten
input variables to the model

Variable parameters for n¼ 10, p¼ 1

Variable Minimum Maximum

He, K (W=m � K) 0.1368 0.1672
He, Cp (J=kg � K) 4673 5712
Zr, K (W=m � K) 13.5 16.5
Zr, Cp (J=kg � K) 270 330
Zr, e 0.8 1.0
UO2, K (W=m � K) 4.5 5.5
UO2, Cp (J=kg � K) 211.5 258.5
Wall temp (K) 415 425
Power [14] (W=m3) 27,000 33,000
Fuel, e 0.8 1.0
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outer wall of the assembly is held constant as per the Dirichlet
assumption for heat transfer mechanics. In the scope of this study,
gravitational effects were considered in the negative y-direction,
which contributed to the convective heat transfer. The model is
governed by the following equations:

The continuity equation is given as

@q
@t
þr � qUð Þ ¼ 0 (1)

and the momentum equation as

@ qUð Þ
@t
þr � qU � Uð Þ ¼ �rpþr � sþ SM (2)

where SM is the momentum gained from external sources, and the
stress tensor, s, is related to the strain rate by

s ¼ l rU þ rUð ÞT � 2

3
dr � U

� �
(3)

The total energy equation is given as

@ qhtotð Þ
@t

�@p

@t
þr� qUhtotð Þ¼r� krsð Þþr� UTð ÞþU �SMþSE

(4)

where htot is the total enthalpy, related to the static enthalpy h(T, p)
by

htot ¼ hþ 1

2
U2 (5)

It should be noted that r�(UT) represents the work due to viscous
stresses and is negligible in most flows, and U �SM represents the
work due to external momentum sources and is also neglected [17].

3 Uncertainty Quantification

Uncertainty quantification, or UQ, is an emerging field for the
scientific exploration at the interface between computational sci-
ence, experimental science, and decision science. Specifically, it
is relevant to the low risk requirements associated with nuclear
fuel operations where complex phenomena necessitate reliance on
detailed numerical resolution of physical processes. In this study,

the PCE approach for characterizing and managing uncertainty
was implemented [10,18]. This approach has been demonstrated
on a wide range of applications relevant to present application,
including computational fluid mechanics [10] and radioactive
decay chemistry [19]. Due to the complexity of the geometry, and
the variety of materials involved with SNF storage, there is a sub-
stantial amount of uncertainty inherent to many material proper-
ties. These material properties serve as inputs to a physical model.
However, due to the range of uncertainty, and number of input
properties, performing a standard parametric analysis is computa-
tionally prohibitive even on common high performance comput-
ing resources.

It is useful to begin with a review of PCE processes using a uni-
variate example. Accordingly, a functional dependence of the
quantities of interest, (Y), on an uncertain system parameter, (X),
is expressed in the form

Y ¼ FðXÞ (6)

to better clarify the procedure we can consider the case where X is
a scalar random variable, for instance X could be the thermal con-
ductivity of the zircaloy in the model, and Y could be the maxi-
mum temperature in the basket. Assuming that the uncertainty in
X to be due to microstructural variability, and associating that var-
iability with a random variable n, both the input and output varia-
bles can be expressed by a polynomial expansion in terms of n
yielding

Xp

i¼0

yiwiðnÞ ¼ FðXðnÞÞ; XðnÞ ¼
Xq

i¼0

xiwiðnÞ (7)

where wi are polynomials orthogonal with respect to the probabil-
ity measure of n. Thus, if n is assumed to be a Gaussian variable,
wi are taken as Hermite polynomials, while if n are assumed to be
a uniform variable, wi are Legendre polynomials in their argu-
ments. The choice of distribution for n is a modeling decision that
could reflect some physical or experimental evidence or expert
opinion. In the present paper, n is considered to be a random vari-
able with probability distribution over [�1,1], and so the corre-
sponding {wi} will be Legendre polynomials on the interval
[–1,1]. Furthermore, the upper bound on the PCE expansion, p, is
the highest order polynomial present in the output expansion. The
coefficients xi are evaluated such that the probability distribution
of the parameter X is as close as possible to the distribution ofPq

i¼0 xiwiðnÞ. In the present analysis, however, this step is simpli-
fied as n is taken to be a linear normalized version of X (with zero
mean and unit variance). Given the orthogonality of the Legendre
polynomials, the coefficients yi are given by

yi ¼
hF Xð Þwii
hw2

i i
(8)

where h:i denotes mathematical expectation with respect to the
distribution of n. The denominator in this last equation is a con-
stant that can be readily evaluated. The numerator, on the other
hand, depends on the physics model and the associated numerical
simulator and is evaluated as follows:

yi ¼ hFðXÞwii ¼
Xnq

q¼1

FðXðnðqÞÞÞwiðnðqÞÞwq (9)

where n(q) and wq are quadrature abscissas and weights, respec-
tively, used to evaluate the integral associated with the mathemat-
ical expectation. The choice of numerical quadrature is clearly
important and should accommodate nonlinearities in both F(X)
and wi(n).

Once the coefficients yi have been calculated, samples of Y can
be synthesized very efficiently, thus allowing the accurate

Fig. 3 Schematic of typical dry cask storage
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construction of probability density functions (PDFs) and the eval-
uation of various relevant probabilities. Furthermore, the avail-
ability of an explicit functional dependence of Y on X permits the
rapid assessment of key sensitivity coefficients. It is worth noting
that y0, the zeroth-order coefficient, is equal to the mean of Y,
while its variance is given by y2

1 þ � � � þ y2
p.

For the multidimensional case, where X is a vector of parame-
ters, the above procedure is generalized by considering multidi-
mensional polynomials in a vector-valued function of standard
random variables ni. Considering the case where X is vector con-
sisting of n independent random variables, each component of X
is mapped into a random variable ni resulting in a random vector n
of dimension n. A polynomial of order p in n dimensions will
have Npc terms where

Npc ¼
nþ pð Þ!
n!p!

(10)

The multivariate polynomials WiðnÞ are obtained as product of
one-dimensional polynomials w(ni). Analogous to the univariate
case, the general model expression, Y¼F(X), can be expanded in
multivariate polynomial expansion of the form

XNpc

i¼1

yiWi nð Þ ¼ F X nð Þð Þ; yi ¼
hF Xð ÞWii
hW2

i i
(11)

where now h:i refers to expectation with respect to the probability
density function of the multivariate random vector n. All of the
UQ mathematics are handled through the MATLAB release of the
Sandia National Labs UQToolkit [20–22]. Although ANSYS
FLUENT was used for the modeling of the storage container, MATLAB

was used for the UQ methodology applied to the CFD results of
ANSYS. An iterative procedure was developed to create and com-
bine case files and solution files from ANSYS and complete the
analysis in the MATLAB environment.

The uncertainty of each parameter is treated as input to the MAT-

LAB program. The UQToolkit creates a multivariate quadrature of
multiple parameters, and each set of parameters represents a dif-
ferent CFD simulation. These parameters are mapped together
and then directed into a FLUENT journal file, which is updated at
each simulation. FLUENT will run thousands of simulations, each
time producing solution data such as total temperature, velocity,
and pressure. These solution files are then automatically imported
into MATLAB and used in UQ analyses to evaluate the quadrature
sums in Eq. (9).

4 First-Order Analysis

The first analysis was performed to assess the contributions to
temperature distributions from the variable parameters in Table 1.
With ten variable parameters (stochastic dimensions), a first-order
Legendre polynomial was used in the uncertainty quantification
calculations. To generate the data needed for the sensitivity analy-
sis, 1024 FLUENT simulations were performed. The wall time on
the local high performance computing cluster with 2 Intel Xeon
E5 - 2.40 GHz (16 cores) processors was approximately 8 h.

Figure 4 shows the mean temperature profile (in Kelvin) for the
simulation of dimension ten (n¼ 10) and Legendre polynomial
order of one (p¼ 1) for the high boundary wall temperature. The
difference between the maximum temperature (at the center) and
the minimum temperature (at the wall) is roughly 30 K. The hot-
test point is at the center of the assembly, as expected, and reaches
449 K.

Figure 5 shows the mean temperature profile for the low bound-
ary wall temperature case. In this case, the difference between the
maximum temperature (at the center) and the minimum tempera-
ture (at the wall) is roughly 40 K, making this a higher tempera-
ture gradient than the high wall temperature case. The hottest
point at the center of the assembly reaches 358 K.

Figures 6 and 7 show the probability density function PDF of
the temperature at the center of the 9� 9 assembly for the high
and low boundary wall temperatures, respectively.

The buffer gas velocity in the assembly for the high boundary
wall temperature case is shown in Fig. 8. In an enclosed volume
subject to gravity, as in this case, heated fluids naturally circulate
according to archetypal natural convection cells. As expected,
these cells are shown by the streamlines in Fig. 8. In the center,
the hot gases rise to the top of the assembly and then move to the
outer walls where they are cooled and flow down by gravity. This
circulation has been observed in studies with similar geometries
and parameters as well [3].

For the high boundary wall temperature case, there is a maxi-
mum y-component of velocity equal to 0.3 cm/s, whereas in the
low boundary wall temperature case, the maximum y-component
of velocity is 0.5 cm/s. Similarly, in the high boundary wall temper-
ature case, there is a maximum velocity magnitude of 0.23 cm/s,
and in the low boundary wall temperature case, there is a maximum

Fig. 4 Mean temperature (Kelvin) throughout the assembly for
high boundary wall temperature

Fig. 5 Mean temperature (Kelvin) throughout the assembly for
low boundary wall temperature
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velocity magnitude of 0.69 cm/s. This is due to the higher motivat-
ing gradient for heat transfer in the case with the lower prescribed
boundary wall temperature. A similar study found velocities
between 0.01 and 1.0 cm/s using air as the buffer gas instead of
helium [23]. Another study, using helium with wall boundary tem-
peratures of 25 �C and 400 �C, found velocities between 0.01 and
1.0 cm/s as well in an 8� 8 array [24].

The coefficient of variation (COV), r/l, for temperature was
calculated at each point in the mesh to determine areas sensitive
to variation in input model parameters. Figure 9 shows a surface
of the COV, which indicates that the center of the fuel assembly
has the highest coefficient of variation, and thus the largest sensi-
tivity to uncertainty.

The output expansion for the center temperature is a polyno-
mial with ten terms. The terms and their associated coefficients
are given in Table 2. The second column contains the coefficients
from the low boundary wall temperature case with a range of
320–325 K, while column three contains the coefficients from the
high boundary wall temperature case with a range of 420–425 K
as described above.

The coefficients represent the sensitivity to uncertainty for the
output temperature at the center of the assembly. It is clear from
Table 2 that uncertainty in the boundary wall temperature (Wall

T) and uncertainty in the power released by the uranium dioxide
(power) have the largest effect on the maximum temperature.
Similar studies have shown that heat generation rate (power) is
the most influential factor in peak temperatures [25].

The temperature’s sensitivity to the uncertainty in the specific
heat of helium (He Cp) is relatively unchanged whether the bound-
ary wall temperature is high or low. Evidently, uncertainty in the
specific heat of helium has little influence on the maximum
temperature.

The sensitivity to the uncertainty in specific heat of zircaloy (Zr
Cp) and the specific heat of the UO2 (UO2 Cp) increase by many
orders of magnitude in the higher boundary wall temperature case.

Fig. 6 PDF for the center temperature in the high boundary
wall temperature case

Fig. 7 PDF for the center temperature in the low boundary wall
temperature case

Fig. 8 Mean velocity streamlines for high boundary wall tem-
perature case

Fig. 9 Perspective view of the COV at each point in the mesh;
predictions about the center of the basket will typically exhibit
more variation
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This result was not expected as the specific heat for zircaloy and
uranium dioxide (both solids) should continue to have small
effects on convective heat transfer.

Separate FLUENT simulations were performed to calculate the
maximum temperature at the center of the assembly while varying
the specific heat for the solid materials over many orders of mag-
nitude. The results showed minimal effect when changing Zr Cp

and UO2 Cp on the maximum temperature. This is expected
because convection and radiation are the dominant modes of heat
transfer. Therefore, the apparent increase in sensitivity to uncer-
tainty in specific heat of the solid materials may be due to coupling
effects. Coupling refers to the interaction of simultaneously varying
multiple input parameters as is done in UQ analysis. Future work
will further investigate the coupling effect in this model.

5 Sensitivity Analysis

The temperature’s spatial sensitivity to uncertainty in each of
the ten input parameters was analyzed through the UQ Sobol indi-
ces [21]. This allows us to examine specific locations in the
assembly and their sensitivity to uncertainty in a particular input
parameter.

For Figs. 10–15, it is evident that the temperature at the bound-
ary is not sensitive to any of the properties; this is expected
because the boundary wall temperature is prescribed and is there-
fore deterministic. However, at other points in the mesh, the final

output temperature of the model is sensitive to variations in input
parameters. Many of these figures show interesting spatial
dependence on the temperature’s sensitivity to uncertainty in a
given material property, each indicating a physical process.

Figure 10 shows the temperature sensitivity to variation in the
specific heat of helium (He Cp). The large spikes are indicative of
the helium convection cells which facilitate natural convective
heat transfer [3]. The spikes occur at the points between the fuel
cores. The two clusters of spikes show that in the locations where
the buffer gas is moving the least, it is the most sensitive to uncer-
tainty in the specific heat. This is to be expected because specific
heat indicates the amount of energy absorbed per change in tem-
perature before transmitting said energy kinetically (i.e., through

Table 2 Coefficients from the n 5 10, p 5 1 simulations at low
and high boundary wall temperature

Term Low WallT High WallT

He K �2.366 �1.111
He Cp �0.856� 10�3 �0.1258� 10�3

Zr K –0.0980 0.02936
Zr Cp �8.881� 10�15 0.1012
Zr e �1.303 �1.486
UO2 K �0.0483 �0.03772
UO2 Cp �2.665� 10�14 �0.1012
Wall T 3.480 2.5325
Power 3.480 2.535
Fuel e �0.0121 0.03489

Fig. 10 Spatial dependence of the sensitivity of the tempera-
ture with respect to variations in the specific heat of helium

Fig. 11 Spatial dependence of the sensitivity of the tempera-
ture with respect to variations in the thermal conductivity of zir-
caloy for the high boundary wall temperature case

Fig. 12 Spatial dependence of the sensitivity of the tempera-
ture with respect to variations in the thermal conductivity of zir-
caloy for the low boundary wall temperature case
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motion). Note that the clusters of spikes are in accordance with
the two convection loops shown in Fig. 8.

In Figs. 11 and 12, the temperature sensitivity to uncertainty in
the thermal conductivity of zircaloy is shown. Recall, each fuel
rod is made of zircaloy containing the stacked fuel pellets. Addi-
tionally, the fuel assembly is enclosed in a zircaloy channel. The
high boundary wall temperature case, shown in Fig. 11, indicates
the location of the corners of the zircaloy channel to be the most
sensitive to uncertainty in Zr K. However, at low boundary wall
temperature, the zircaloy tubes, in the interior, become sensitive
as per Fig. 12. This is due to the increase in the temperature differ-
ence between the wall temperature and the center temperature
(DT), therefore making the conduction for zircaloy tube more
important at low boundary wall temperature.

Figure 13 shows the sensitivity to uncertainty in the thermal
conductivity of uranium dioxide. Uranium dioxide is the

innermost component of the fuel rods. Inside each fuel rod, the
variation of the sensitivity as a function of fuel rod location is
shown as pointing inward toward the center of the assembly with
the highest value at the edge of the fuel rods facing the outside
wall of the assembly. This variation demonstrates the direction of
heat transfer by conduction inside fuel rods from the center of the
assembly to the outside wall. In addition, the hotter fuel rods at
the center of the assembly display the largest sensitivity, which is
an expected result as per Fig. 9.

Figure 14 shows the temperature’s sensitivity to variation in the
emissivity of the fuel rods. The flat top for the center fuel rods indi-
cates a dominant radiation heat transfer mode at the center of the
assembly but radiation mode drops abruptly near the boundary wall
where the radiation effect is lower as the temperature goes down.

As many of the sensitivity surfaces share features nearly identi-
cal to Fig. 15, they were not included. The recurring “dome”
shape is indicative that the most sensitive area is at the center, and
the least sensitive area is at the boundary. This is expected due to
the shape of the COV surface, Fig. 9.

6 Second-Order Analysis

In order to refine the model and test its dependency on second-
order terms in the polynomial expansion, four terms with negligi-
ble contribution were removed from the list of dimensions, casting
them as deterministic. A second-order expansion was pursued in
the remaining six parameters, resulting in the n6p2 representation.

Figure 16 shows the comparison in the PDFs for the first-order
polynomial expansion with respect to the second-order polyno-
mial expansion. Both cases featured a high wall temperature with
fluctuations between 420 K and 425 K, and nominal power from
the fuel rods (as per Table 1).

Table 3 shows several parameters displayed low coefficients of
significance; the terms including specific heat for zircaloy and UO2

as well as Fuel emissivity and conductivity were removed from the
variable parameters input for the subsequent convergence simula-
tions with higher order polynomials. The second-order polynomial
with six dimensions necessitated 729 FLUENT simulations.

7 Higher Heat Decay

The assembly heat generation rate value of 600 W used in this
paper was taken from a study by Oak Ridge National Laboratory

Fig. 13 Spatial dependence of the sensitivity of the tempera-
ture with respect to variations in the thermal conductivity of
UO2 for the high boundary wall temperature case

Fig. 14 Spatial dependence of the sensitivity of the tempera-
ture with respect to variations in the fuel emissivity for the high
boundary wall temperature case

Fig. 15 Spatial dependence of the sensitivity of the tempera-
ture with respect to variations in the specific heat of the UO2 for
the high boundary wall temperature case
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and was based on 5000 days in spent fuel pool after discharge
from the reactor [14]. Removing the spent fuel from the pool
before 5000 days can be beneficial and will clear up space for the
new fresh fuel. The heat generation rate (power) was increased to
900 W (50% higher) for the following tests.

Figure 17 shows the PDF of the increased heat generation rate
and compares it to the original PDF of the nominal power for
n¼ 6, p¼ 2 simulations. Both cases were performed assuming a
high boundary wall temperature. Note that the maximum tempera-
ture limit is 673 K.

8 Conclusion and Future Work

A two-dimensional model representing a 9� 9 spent fuel
assembly stored horizontally is constructed using ANSYS FLUENT

code. Polynomial chaos expansion was used to incorporate uncer-
tainty quantification into the FLUENT model and address the uncer-
tainty in the input parameters for helium, zircaloy, and UO2.
Steady-state simulations for heat transfer including the effect of
natural convection and buoyancy induced gas motion, along with
radiation and conduction through gas and solid regions were per-
formed for different ranges of wall boundary temperature and dif-
ferent heat generation rates.

The implementation of the uncertainty quantification method
and sensitivity analysis indicated that variation in the specific
heats of the back fill gas, the zircaloy cladding, and the uranium
pellets have no significant impact on the peak temperature at the
center of the assembly. The analysis also indicated that variation
in the boundary wall temperature and the heat generation released
by UO2 have the largest effect on the peak temperature inside the
assembly.

For the case of an assembly with high boundary wall tempera-
ture varying between 420 K and 425 K, the peak mean tempera-
ture is at the center of the assembly, as expected, and reached a
value of 449 K. Increasing the heat generation rate by 50% did
increase the mean center temperature from 449 K to 462 K,
which is still below the maximum temperature limit of 400 �C
(673 K). Exploring the effect of higher heat generation rates will
be recommended for future studies. Calculating the maximum
allowable heat generation that brings the peak temperature in the
assembly to the radial hydride formation limit (T¼ 400 �C) will
allow storing the fuel for a shorter time in the spent fuel pool,
therefore allowing space for the new fuel coming out of the
reactors.

A three-dimensional FLUENT model will be created for future
simulations. Previous studies have shown that two-dimensional
simulations overestimate the temperature in SNF assembly hold-
ing canisters [15]. The uncertainty quantification method could be
used to reduce the computational intensity required by large
assemblies due to a large number of nodes. This computational
cost is typically mitigated by the use of an effective thermal con-
ductivity. The same input variables will be examined as well as
grouped material properties wherein individual parameters such
as helium thermal conductivity and zircaloy thermal conductivity
will be controlled with one varied thermal conductivity. The same
approach of uncertainty quantification combined with MATLAB data
analysis will be accelerated with the utilization of a supercom-
puter cluster.

This developed methodology can be applied to other complex
systems of heat transfer that are currently solved numerically.
The technique has value beyond the scope of spent nuclear
fuel simulations. The ability to determine the sensitivity of char-
acteristics of interest with respect to many input parameters or
combinations of input parameters is invaluable. The accuracy
gained by creating a continuous distribution of those input
parameters and determining the effective influence of that
parameter in that range rather than discrete points is also of great
importance with regard to the field of computational heat
transfer.
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Table 3 Effect of dropping several terms and increasing the
order of the simulation from p 5 1 to p 5 2 for the high boundary
wall temperature case

Term n10p1 n6p2

He, K �1.111 �1.2249
He, Cp �0.1258� 10�3 —
Zr, K 0.02936 –0.0522
Zr, Cp 0.1012 0
Zr, e �1.486 �1.5644
UO2, K �0.03772 —
UO2, Cp �0.1012 —
Wall T 2.5325 2.269
Power 2.535 2.590
Fuel, e 0.03489 —

Fig. 17 Comparison between the PDFs for the center tempera-
ture, the hotter one being the result of 150% heat generation rate

Fig. 16 Comparison of the PDFs for the center temperature
created from the n 5 6, p 5 2 and n 5 10, p 5 1 simulations
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